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ABSTRACT: Guidance on how to validate computational text-based measures of social science 

constructs is fragmented. Although scholars generally acknowledge the importance of validating 

their text-based measures, they often lack common terminology and a unified framework to do so. 

This paper introduces ValiTex, a new validation framework designed to assist scholars in validly 

measuring social science constructs based on textual data. The framework draws on a long-estab-

lished validity concept in psychometrics but extends these concepts to cover the specific needs of 

computational text analysis. ValiTex consists of two components, a conceptual framework and a 

dynamic checklist. Whereas the conceptual framework provides a general structure along distinct 

phases on how to approach validation, the dynamic checklist defines specific validation steps and 

provides guidance on which steps might be considered recommendable (i.e., providing relevant 

and necessary validation evidence) or optional (i.e., useful for providing additional supporting val-

idation evidence). We demonstrate the utility of the framework by applying it to a use case of 

detecting sexism from social media data.  
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Introduction 

Computational text-based measures of social science constructs are difficult to validate (Baden et 

al., 2020; Kantner & Overbeck, 2020). This is not only expressed in empirical studies illustrating 

concerningly high variability and inconsistent results (Gonçalves et al., 2013; van Atteveldt et al., 

2021), but manifests itself in a lack of established standards on how to best validate text-based 

measures of social science constructs (Birkenmaier et al., 2023). Guidance on how to validate 

measures is particularly relevant because, in social science research, textual data and its grammat-

ical patterns are not per se the unit of interest. Instead, the interest lies in using textual data and 

grammatical patterns to operationalize underlying theoretical constructs, which are derived using 

computational methods (Kantner & Overbeck, 2020 based on Krippendorff 2018, pp. 29–40). Nat-

urally, however, there's a gap between the knowledge available from analysing text patterns and 

the knowledge researchers seek, that is, the true essence of the underlying constructs (Hughes, 

2018). Therefore, in order to determine whether a measure is a valid operationalization of the un-

derlying construct, it is crucial to thoroughly validate the relationship between text-based measures 

and theoretical constructs (Hughes, 2018). Whereas significant progress has been made in advanc-

ing validation theory and attendant practices across various domains of social science research 

(Adcock & Collier, 2001; Kane, 2013; Messick, 1989), there is a dearth of guidance on how to best 

validate computational text-based measures of social science constructs. Instead, methodological 

frameworks and best-practices for validation are often transferred from other social science disci-

plines without fully accounting for the specific nature of text-based measures (Adcock & Collier, 

2001), or lack justification altogether. This, however, often results in confusion about what consti-

tutes good and sufficient validation evidence. Furthermore, the lack of conceptual clarity makes 

critical evaluation and comparison of text-based research challenging, which is also expressed by 
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the absence of a shared terminology for referencing different types of validation evidence 

(Birkenmaier et al., 2023). 

This article aims to address the need for standardization and guidance by proposing a uni-

fied validation framework for computational text-based measures of social science constructs 

(ValiTex)1. The framework builds on well-established validity criteria and terminology employed 

in psychometrics and quantitative as well as qualitative social science research but is tailored to the 

distinct demands of computational text-based research. Through a case study that involves the 

measurement of sexism using social media data, we demonstrate how validation steps at every 

stage of the validation process can, in principle, be defined and evaluated using the framework 

proposed. To the best of our knowledge, ValiTex is the first attempt at providing a comprehensive 

and broadly applicable validation framework for computational text-based measures of social sci-

ence constructs. 

 
1 For the accompanying webapp, please visit: https://lukasbirki.shinyapps.io/ValiTex/. You can also run the shiny app 

locally by installing the corresponding R-package from https://github.com/lukasbirki/ValiTex. 

https://lukasbirki.shinyapps.io/ValiTex/
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Background 

A primer on the challenges for text as data  

Text as data commonly entail the use of algorithms and automated software tools to assign 

labels (i.e., empirical measures) to text, varying in the extent of human supervision required (Grim-

mer & Stewart, 2013). However, using computational methods to measure social science constructs 

from texts is challenging (Drisko & Maschi, 2016; Krippendorff, 2018). Yet, many practical chal-

lenges that arise in the validation process are not unique to computational methods. On the contrary, 

extensive methodological research in the field of manual content analysis highlights the overall 

complex nature of text. Particularly, there is uncertainty about how social science constructs man-

ifest in texts. There is consensus that textual data in itself has no objective qualities and, thus, 

cannot be characterized by a single meaning that could be “found” or “measured” directly (Drisko 

& Maschi, 2016; Krippendorff, 2018). Consider, for instance, a text sample of a politician's 

speeches in which features such as sentence structure, vocabulary usage, or reference to contextual 

information could be utilized to create a measure of communication style. Hence, any text-based 

measure alone would be just one among several potential operationalizations, lacking comprehen-

siveness (Krippendorff, 2018). Additionally, the task is complicated by the fact that most texts are 

gathered passively, meaning that their creation was driven by intentions and motivations unrelated 

to the research interest. This stands in contrast to actively collected forms of data, such as surveys, 

where data is intentionally collected to capture specific constructs. 

More fundamentally, language can be interpreted in different ways depending on the read-

ers perspective, knowledge, or cultural background. Examples of these characteristics are the pres-

ence of sarcasms or irony (Ravi & Ravi, 2015), ambiguity and polysemy (Boxman-Shabtai, 2020; 

Roberts, 1989), or context-specific references and interpretations (Krippendorff, 2018; Mayring, 
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2004). Although qualitative content analysis aims to reduce subjectivity by creating rigorous guide-

lines and rules for coding texts (Drisko & Maschi, 2016; Krippendorff, 2018), it is still very sub-

jective, as it depend on the coders' subjective semantic interpretation and comprehension of lan-

guage as they process and evaluate textual data (Baden et al., 2020).  

Computational methods, in contrast, lack the ability to interpret textual data like humans. 

Instead, they rely on algorithms or neural networks that are programmed or trained to identify 

potentially significant patterns in the data to provide numerical summaries of the textual input, such 

as classifier confidence or sentiment scores (Baden et al., 2021). Computational methods, however, 

come with additional challenges. For example, the text analysis pipeline is usually characterized 

by high researchers’ degrees of freedom. Because computational methods require a variety of an-

alytical choices, starting from construct operationalization, method selection, data pre-processing 

and model parameter adjustment, researchers’ choices often affect the outcomes of analyses sig-

nificantly, resulting in alternative, sometimes contradictory findings (Denny & Spirling, 2018; Pi-

pal et al., 2022). In addition, little is known about how biases and errors induced by computational 

methods influence in the measurement process. On the one hand, simpler methods such as diction-

aries often build on overly simplistic assumptions on the structure of texts, ignore all sorts of rele-

vant textual information, such as word order or sentence structure, and may be subjective and bi-

ased depending on how the dictionary was constructed. On the other hand, more complex methods, 

in particular large language models (Devlin et al., 2019), often conceal relevant information on 

how the output was generated. Furthermore, bias might arise from the data used to train and test 

the models, such as data leakage (Gibney, 2022; Kapoor & Narayanan, 2022), non-representative 

datasets in respect to the measured construct (Cai et al., 2022), or model-inherent human stereo-

types (van Giffen et al., 2022).  
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Validation ensures the credibility of text-based measures 

Given the inherent complexity of textual data and the limitations of computational methods, 

the primary justification for using text analysis methods is empirical (Grimmer et al., 2022). This 

means that text-based models are not justified based on a theoretical model of language but because 

they have either worked well in the past when applied to similar problems, or because they are the 

only methods available to deal with larger volumes of text. Because of these limitations, however, 

researchers need to validate their measures each time they apply it to a new empirical context.  

Measurement validity is defined as whether a scientific test measures what it purports to 

measure (Cattell, 1946; Kelley, 1927). To demonstrate validity, researchers have to accumulate 

different validation evidence to justify that their measurement instrument is able to accurately re-

flect the theoretical construct of interest (King et al., 1994; Krippendorff, 2018). This is especially 

relevant when the constructs of interest are not directly observable (“latent”), as is often the case 

with social-science constructs such as individual attitudes, personality traits or communication 

frames (Flake et al., 2017). Because latent constructs need to be “translated” into empirical con-

structs, that is, into sets of interrelated variables or pieces of information that covary and can be 

observed (i.e., responses to survey scales or words in a text), validation ultimately verifies that the 

observed measures adequately capture the theoretical construct, rather than other relationships 

within the data (Grimmer et al., 2022).  

In the social sciences, a multitude of approaches have been developed to collect and evalu-

ate validation evidence. Arguably the most advanced and influential toolbox for ensuring validity 

has been developed in psychometrics, the field of research that focuses on the measurement of 

psychological constructs (Adcock & Collier, 2001; Kane, 2013). Whereas earlier conceptualiza-

tions of validity up until the 1970s primarily distinguished between more or less distinct types of 
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validity, such as criterion (i.e., predictive capability towards a suitable criterion measure) or content 

validity (i.e., considerations on the domain relevance) (Cronbach & Meehl, 1955; Cureton, 1951; 

Kelley, 1927), the present-day conception of validity involves gathering multiple sources of evi-

dence to establish a comprehensive understanding of construct validity (E. K. Chan, 2014; Messick, 

1989; Shepard, 1993; The Standards for Educational and Psychological Testing, 2014). Construct 

validity thereby represents a unified and multi-faceted understanding of validity, which can be seen 

as a continuous evaluation of the appropriateness of inferences from a method and its measures for 

a specific research context. To demonstrate construct validity, researchers have to systematically 

conduct and accumulate different types of validation evidence to strengthen the confidence in the 

validity of their measures (Cronbach & Meehl, 1955). Whereas this comprehensive understanding 

of validity has remained the dominant view in many social science domains, one can observe sub-

stantial differences in validation practices across subdisciplines of social science research (E. K. 

Chan, 2014). This is particularly noticeable for the validation of computational text-based measures 

of social science constructs, which lacks a single clear organizing framework altogether 

(Birkenmaier et al., 2023; Grimmer et al., 2022).  

On the need for a comprehensive understanding for validating computational text-based measures 

of social science constructs 

The strategies that researchers currently employ to validate their empirical measures are 

highly varied (Baden et al., 2021; Birkenmaier et al., 2023; Fang et al., 2022; Grimmer et al., 2022). 

To a certain extent, this follows from the diverse nature of text analysis measures, which necessitate 

different validation strategies. What is worrying, however, is the absence of a unifying framework 

to guide the variety of validation activities available. In absence of such a framework, there is a 

lack of conceptual clarity on how to best conduct and communicate validation for text-based 
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measures within the social sciences (Baden et al., 2021). In their systematic review, Birkenmaier 

et al. (2023), for instance, show that only 9 per cent of validation steps reported in the papers they 

reviewed explicitly specified the type of validation evidence they referred to. Moreover, their result 

show that scholars did apply a great variety of validation steps but rarely justified their decisions 

based on a systematic comprehension of which types of validation evidence are applied. When 

validation steps and practices are applied in such a selective and inconsistent manner, however, the 

uncertainty over the validity of the measure – and hence about the credibility of any empirical 

results involving the measure – increases. In other words, without substantial validation evidence, 

researchers can never completely rely on the accuracy of their empirical findings, regardless of 

whether they turn out to be correct or inaccurate.2 Furthermore, lacking methodological guidance 

also results in inconsistent reporting standards and confusion about how to provide replication ma-

terials, which make the evaluation of validation evidence even more challenging. Clearly, the lack 

of conceptual and practical guidance poses a problem for researchers, who can easily lose track of 

how they should validate their text-based measures in their substantive research projects, and how 

they should evaluate validation efforts by other scholars (Baden et al., 2021). Thus, we argue that 

a more comprehensive view of measurement validation is needed.  

 

 

 

 
2 There is a wide range variants of how computational measures might, in fact, turn out to be erroneous, such as 

replicating stereotypical associations or negative sentiment towards specific groups (for an overview, see Bender et 

al., 2021) or relying on insufficient proxies (Jankowski & Huber, 2022) 
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The ValiTex Framework 

We propose a novel framework for validating computational text-based measures of social sci-

ence constructs, called ValiTex, that equips researchers with the necessary terminology and tools 

to navigate the validation of text-based measures. Conceptually, ValiTex builds on decade-long 

history of methodological research in the social sciences, in particular psychometrics, which has 

developed the most established and comprehensive understanding of validation practices (Flake et 

al., 2017; Loevinger, 1957). To account for the unique characteristics of computational text-meth-

ods, we furthermore draw on earlier work of a systematic review of validation practices by 

Birkenmaier et al. (2023). In their review, Birkenmaier et al. provided an extensive empirical over-

view and classification of validation practices across 96 peer-reviewed articles (published in the 

field of political communication) that applied and validated text-based measures of social science 

constructs.3 Their systematic overview not only charts the present state of validation in text-based 

research but is also accompanied by an initial taxonomy that describes and classifies different kinds 

of validation evidence. We incorporate the initial taxonomy proposed by Birkenmaier et al. for 

ValiTex, in particular the differentiation between overarching validity dimensions (i.e., types of 

related validation evidence) and empirical validation steps (i.e., single reported and clearly demar-

cated validation activities). In the upcoming sections, we will first offer a brief overview of the 

framework components, followed by an in-depth examination of the framework’s application 

within the validation process. 

 
3 In addition, the review is further complemented by qualitative expert interviews to document further subtle validation 

evidence. 
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Components of the ValiTex Framework 

ValiTex consists of two complementary components: the conceptual framework and a checklist. 

The conceptual framework, on the one hand, provides a general template across three distinct 

phases for how to approach validation for text-based measures of social science constructs. The 

checklist, on the other hand, then entails a detailed list of empirical validation steps for each phase, 

together with their description and an opinionated assessment of each validation step.  

Conceptual Framework 

Figure 1 displays the conceptual framework. Comprising three distinct phases, the framework is 

rooted in the well-established principles of measurement theory found within the psychometric 

literature which offers the most comprehensive and cohesive conception of validity for social sci-

ence research (Flake et al., 2017; Loevinger, 1957). While the phases within the framework build 

up on each other, they should not be perceived as distinct chronological entities. Instead, they are 

Figure 1: Conceptual Framework 
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designed to provide a general structure to group together overarching dimensions of validation 

steps that might be adapted by the researcher for specific research contexts.  

In the substantive phase, researchers should always start with outlining the theoretical un-

derpinning of the measurement. In the structural phase, researchers should examine and evaluate 

the properties of the text model and its output. In the external phase, researchers should test for 

how the empirical measures relate to other independent information or criteria. In addition, re-

searchers should continuously apply robustness checks to demonstrate that their measurement is 

robust to changes in contextual or model-specific factors. 

Checklist 

For each phase in the conceptual framework, the checklist then defines and describes empirical 

validation steps for different use cases.  

Selecting the Appropriate Use Case 

ValiTex primarily categorizes text models based on their underlying learning approaches, 

distinguishing between rule-based, supervised, semi-supervised, and unsupervised methods. How-

ever, ValiTex goes beyond these broad approaches, depending on whether the researcher has access 

to training / fine-tuning data that include gold-standard labels, and whether the researcher specifies 

the output categories. Table 1 provides an initial summary and description of these use cases, each 

accompanied by its own unique checklist. We deliberatively decided not to include a use case for 

closed source blackbox APIs (such as Perspective API, ChatGPT, among others), and we generally 

abstain from using them for measuring social science constructs. This is due to the lack of control 

researchers have over these models, which can undergo significant changes at any point without 

anyone noticing because the algorithms and models behind the are constantly changing 
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(Rauchfleisch & Kaiser, 2020). This, in our view, poses an extremely problematic scenario for 

computational reproducibility, which is the reason that we generally abstain from using such APIs 

for scientific measurement (see in particular Schoch et al., 2023) 

# Use Case Learning  
Ap-
proach  

Training / 
Finetuning 
data re-
quired 

Known 
output cat-
egories 

Description Example 

A Applying  
Dictionaries  

Rule-
Based 

No Yes Assign scores to text units 
using predefined word lists 

A dictionary assigns polarity values 
ranging from -1 to 1 to each known 
text unit 

B Classification using 
Traditional Super-
vised Machine 
Learning Model 

Super-
vised 

Yes Yes Assign known output cate-
gories based on labelled 
training data  

A Logistic regression model is 
trained on labelled customer re-
views and predicts “positive” and 
“negative” reviews 

C Classification using 
Finetuned Ma-
chine-Learning 
Model 

Semi-Su-
pervised 

Yes Yes Assign known output cate-
gories based on a fine-tun-
ing process on a small sub-
set of labelled data 

A pretrained BERT model is fine-
tuned on labelled social media 
posts and predicts “offensive” and 
“non-offensive” posts 

D Zero-Shot/Few-
Shot Classification 
(known output  
categories) 

Semi-Su-
pervised 

No Yes Assign known output cate-
gories without any finetun-
ing on labelled data 

GPT-3 predicts “political” or “non-
political” speeches 

E Zero-Shot/Few-
Shot Classification 
(unknown output  
categories) 

Unsuper-
vised 

No No Assign unknown output cat-
egories without any finetun-
ing on labelled data 

GPT-3 suggests topics for texts (not 
prescribed by the researcher) 

F Topic Modelling Unsuper-
vised 

No No Assign topics without any la-
beled data  

An LDA topic model generates 13 
topics coherent topics 

G Text Scaling Unsuper-
vised 

No Yes Assign scale scores without 
any labelled data 

A Wordfish model assigns scale val-
ues from -1 to 1 to politicians’ 
speeches 

Table 1: Use Cases ValiTex that each come with an adapted checklist. 

Documentation of Validation Steps 

Once the appropriate use case is selected, the respective checklist then provides a detailed overview 

of validation steps available. For instance, ValiTex offers an initial evaluation regarding the rele-

vance of each validation step. This evaluation is based on a comprehensive review of validation 

studies across various fields and current validation practices, as documented in Birkenmaier et al. 

(2023). It is further influenced by qualitative interviews conducted with researchers who utilize 

text-based measures, as reported in the same publication. Additionally, discussions among the au-

thors and interactions with researchers at scientific conferences contribute to this classification. As 

a result, validation steps are categorized as either recommended (i.e., central for providing relevant 
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and necessary validation evidence) or optional (i.e., helpful for offering additional supporting val-

idation evidence). In practical terms, we advise researchers to perform all the recommended vali-

dation steps and provide a rationale in case they omit one or more of the recommended validation 

steps. This is because every validation step that is not performed increases the uncertainty about 

the validity of the measure and hence about the trustworthiness of any resulting research findings, 

whereas the validity-related evidence produced in each step acts to reduce that uncertainty. There-

fore, it is in the best interest of both researchers and the consumers of research that the validation 

steps outlined by ValiTex be followed and reported. To guide researchers, the checklist also incor-

porates references to pertinent literature.4  

Applying the ValiTex Framework 

In the following chapter, we will outline the phases within ValiTex in greater detail, including a 

detailed discussion of validation steps within each phase.  

Substantive Phase 

At the beginning of the research process, the substantive phase involves outlining the the-

oretical underpinning of the measurement. Validation steps within the substantive phase should 

therefore demonstrate that the measurement is based on a strong conceptual foundation, including 

the operationalization of the construct and the design decisions around the measurement process. 

Naturally, some of the validation steps in the substantive phase might not qualify as empirical 

(Messick, 1989), which is why they are often disregarded in the presentation of validation evidence 

altogether (see Birkenmaier et al., 2023). However, from a conceptual point of view, any empirical 

 
4 Naturally, there is a trade off on the degree of practical guidance and heterogeneity of research contexts for text-

based research. As ValiTex aims to provide a generally applicable and uniform framework, we emphasize the primary 

role of the researcher to adapt and judge the quality of specific validation steps. The information provided in the 

checklist might provide a basis for such judgments.    
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measurement requires a sufficient theoretical and methodological foundation, which should be 

demonstrated by the researcher using both theoretical reasoning and empirical evidence (Flake et 

al., 2017). Table 2 displays the validation steps in the substantive phase.   
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Table 2: Validation Steps in the Substantive Phase 

ID Validation 

Steps 

Considerations Performance  
Criteria 

A B C D E F G 

 Construct Definition & Operationalization   

I.1 Documentation 

of the concep-

tual background 

Have I conducted a literature review or con-

sulted with domain experts to gain a compre-

hensive understanding of conceptual back-

ground the construct? 

Evidence of en-

gagement with 

the construct 
R R R R R R R 

I.2 Justification of 

the operationali-

zation 

Have I sufficiently explained how the construct 

should manifest itself in the textual data? 

Theoretical rea-

soning  R R R R R R R 

I.3 Manual Precod-

ing 

Have I conducted a pilot study using manual 

coding to evaluate the inter-rater agreement 

and reliability on detecting the construct by 

hand? 

Agreement be-

tween coders 
O O O O O O O 

Design Decisions   

I.4 Justification of 

data collection 

decisions  

Have I selected a dataset that is representative 

and relevant to the research question and pop-

ulation of interest? Have I justified the data se-

lection decisions (e.g., using keywords)? Have I 

assessed the quality and completeness of the 

dataset and checked for potential biases or in-

consistencies? 

Theoretical  

reasoning  

R R R R R R R 

I.5 Justification of 

method choice 

Have I selected the appropriate type of 

method based on the operationalization of the 

construct and data characteristics? Have I justi-

fied the concrete selection of a particular 

model, and have I documented relevant fea-

tures of the model?  

Theoretical rea-

soning  

R R R R R R R 

I.6 Justification of 

the level of anal-

ysis 

Have I selected the appropriate level of analy-

sis? Have I considered potential problems 

when aggregating scores from lower to higher 

levels (e.g., sentence to paragraph level)? 

Theoretical rea-

soning  
R R R R R R R 

I.7 Justification of 

preprocessing 

decisions 

Have I justified the preprocessing decisions, 

such as removing stopwords, based on the 

presumed manifestation of the construct in 

the text? 

Theoretical rea-

soning  
R R R R R R R 

Conceptual Foundation 

Construct definition and operationalization. As a first step, researchers need to make sure 

that the definition and operationalization of the construct is based on theory. This task of defining 

Columns: A = Use Case “A. Applying Dictionaries”, B = Use Case “B. Classification using Traditional Supervised Machine Learning Model”, C 

= Use Case “C. Classification using Finetuned Machine-Learning Model”, D = Use Case “D. Zero-Shot/Few-Shot Classification (known output 

categories)”, E = Use Case “E. Zero-Shot/Few-Shot Classification (unknown output categories)”, F = Use Case “F. Text Scaling”, G = Use Case 

“G. Topic Modelling”  

Values: R = Recommended, O = Optional, - = not applicable for this type of method; 
An interactive version of the checklist is available online: https://lukasbirki.shinyapps.io/ValiTex/ 
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a construct’s scope and theoretical underpinnings is far from trivial and has received substantial 

attention in the psychometric literature (for a comprehensive review, see Rusticus (2014)). Most 

social science construct are defined by theoretical abstractions that are created to represent complex 

and multifaceted concepts that cannot be directly observed or measured, such as personality, po-

larized language, or ideology (Binning, 2023).   

Usually, researchers should start with documenting the conceptual background (I.1) of the 

construct. This may involve referencing previous definitions or research on the construct's dimen-

sionality and its manifestation in language, drawing on existing literature. Next, researchers 

should provide a justification for the operationalization (I.2), creating a connection between the 

construct definition and the textual data. As an example, if researchers aim to measure polariza-

tion in political discourse, they could make the argument that heightened polarization is likely to 

result in the use of more distinct vocabulary, as supported by previous studies (Lowe & Benoit, 

2013; Peterson & Spirling, 2018). Similarly, the justification for the operationalization could also 

stem from the utilization of high-quality training data, potentially allowing a neural network to 

replicate distinct dimensions of the construct. To test their definition empirically, researchers can 

also conduct a manual precoding (I.3) exercise where two coders can manually label a subset of 

the data to determine if the construct is discernible by human coders.5 On a more general note, 

this first validity dimension constitutes the first critical step to establish the link between the con-

struct and the textual data, while making sure that the theoretical construct is indeed measurable 

using textual methods.  

 Design Decisions. Based on the construct definition, researchers must then demonstrate 

that their design decisions are rooted in the conceptualization of the analytical construct. Crucial 

 
5 If human coders are not able to correctly identify a construct, any computational method is likely to fail as well, 

possibly by taking up spurious relations in the data not connected to the construct of interest. 
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design decisions involve, for example, selecting an appropriate text-based method, collecting the 

data, determining the level of analysis, and, ultimately, conducting data preprocessing. Broadly 

construed, design decisions should primarily be derived from the construct definition itself and its 

presumed manifestation in the textual data. This is to navigate through what Gelman and Loken 

(2016) call a “garden of forking paths” – having to take and justify multiple decisions in a setting 

of high researchers degree of freedom. Such justification may involve various strategies of theo-

retical reasoning, such as reference to the methodological literature or comprehensive discussions 

of unique aspects of the research design.  

To start with, researchers should provide a justification of data collection decisions (I.4). 

This should include general considerations on the origin of the data, such as the level of 

knowledge about the author(s) of the text (i.e., whether it was written by a single author, multiple 

authors, a computer program, or an unknown unit), as well as the context of the data generation 

process (for example, the 280-character limit on Twitter data, or procedural rules for parliamen-

tary speeches). Likewise, data collection decisions entail considerations about the data selection 

procedures, such as the querying of specific databases using a keyword string, as well as as-

sessing the completeness of the dataset and checking for potential biases and inconsistencies.  

Moreover, researchers should elucidate their justification of the choice of method (I.5). 

This entails justifying the overall type of method, such as rule-based, supervised, or unsupervised 

methods (see Grimmer & Stewart, 2013 for a general introduction), as well as describing the pro-

cess used to select a specific model for analysis. Practically, researchers should also include doc-

umentation of the specific model and version, along with essential background information (e.g., 

details about the hardware and software setup or the timeframe during which the model was uti-

lized). When researchers opt to utilize a publicly accessible API model, it becomes crucial to pro-

vide an in-depth explanation for the decision to favor this approach over training a model locally, 
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given the comparatively lower adaptability associated with APIs. Consequently, researchers are 

required to furnish thorough documentation that outlines the proper usage of the API. 

Furthermore, researchers need justification of the level of analysis (I.6) at which the con-

struct should be measured, such as the sentence, paragraph, document, or corpus level. This step 

is important because a misalignment between the presumed manifestation of the construct and the 

level of measurement (as defined by the operationalization) will likely lead to inconsistent and 

theory-agnostic measures (Jankowski & Huber, 2022; McKenny et al., 2013). 

Ultimately, researchers should outline their justification of preprocessing decisions (I.7), 

in particular discussing the motivations behind eliminating certain features from the original data 

(for a detailed discussion, see Denny & Spirling, 2018). Prominent preprocessing decisions might 

be the removal of stop words, punctuations, or phrases, lowercasing and stemming words to their 

most basic form, or the inclusion of n-grams.   

Structural Phase 

In the structural phase, researchers should then conduct validation steps to examine and 

evaluate the properties of the model and its output. The objective of the structural phase is to gain 

a deeper understanding of how the measurement process functions, as well as to identify any bi-

ases or errors introduced by the computational workflow. This may require an iterative proce-

dure, where the initial model or features of the textual data are adapted to improve the measure-

ment and remove systematic biases. Ultimately, after conducting validation steps in the structural 

phase, researchers should be able to demonstrate that their measurement model is consistent and 

comprehensible, and that the model is potentially ready to be tested on information unrelated to 

the training and optimization process (see external phase). 
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Table 2 displays the validation steps in the structural phase, which are grouped according 

to the model properties and the model output. However, it is important to note that model proper-

ties and output are closely related and provide two complementary perspectives on the measure-

ment process, as the output directly relates to the model features and characteristics.  

The validation procedures that occur during the structural phase differ considerably among the 

groups of methods and provide only a non-exhaustive list of possible validation steps. 

Table 3: Validation Steps for the Structural Phase 

ID Validation Steps Considerations Perfor-
mance  
Criteria 

A B C D E F G 

Model Feature Inspection   

II.1 Inspection of predic-

tive features 

Have I considered interpretable machine 

learning techniques such as LIME, ICE, or 

partial dependence? Have I considered the 

interpretability and relevance of the top-

ranked features? 

Subjective 

assess-

ment - R R R R - - 

II.2 Inspection of scaling 

word weights 

Have I interpreted the word weights in re-

gard to the interpretation of my latent scale? 

Subjective 

assess-

ment 

- - - - - R - 

II.3 Inspection of top-

ranked words in 

each topic 

Have I inspected the top-ranked words in 

each topic and assessed their plausibility? 

Subjective 

assess-

ment 

- - - - - - R 

Model Metrics Evaluation   

II.4 Inspection of classifi-

ers confidence 

strengths 

Have I assessed the model's confidence level 

on individual predictions? 

Subjective 

assess-

ment 

- O O O O - - 

II.5 Evaluation of topic 

coherence metrics  

Have I calculated coherence metrics, such as 

C_v, C_p, C_uci, or C_umass, and compared 

their consistency and correlation? 

Metric 

compari-

son 

- - - - - - R 

II.6 Evaluation of num-

ber of (N-)tokens 

matched 

Have I evaluated the number of matched to-

kens for each text? Have I set a minimum 

share of matched words / (n-)tokens for the 

text to be included in the analysis?  

Threshold 

achieve-

ment 
R - - - - -  

Output Inspection   

II.7 Visual inspection of 

output 

Have I visualized my output? Have I identi-

fied and visualized outliers and extreme val-

ues? 

Subjective 

assess-

ment 

R R R R R R R 

II.8 Visual inspection of 

measures over time 

Have I plotted the temporal trends of my 

measures and assessed their stability and 

consistency over time? 

Subjective 

assess-

ment 

O O O O O O O 

II.9 Comparison of ag-

gregated measures 

across known groups 

within the data 

Have I compared the aggregated measures 

across known groups (e.g., across data char-

acteristics or subsets of the data)? 

Subjective 

assess-

ment 
R R R R R R  
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II.10 Comparison of data 

features for clusters 

of closely related 

measures 

Have I compared important data features, 

such as the average length of text or how of-

ten certain words appear together, across 

texts with similar scores (e.g., same classes 

on a discrete scale or high/low values on a 

continuous scale)? 

Subjective 

assess-

ment 
O O O O O O O 

II.11 Reading top docu-

ments with the high-

est overall scores for 

each output cate-

gory 

Have I read the most outstanding documents 

for each type of output, such as  for distinct 

groups or topics, or highest and lowest 

scores on a numerical scale? 

Subjective 

assess-

ment R R R R R R R 

Error Analysis   

II.12 Conducting quantita-

tive error analysis 

using data grouping 

Have I conducted an error analysis to com-

pare the performance of my model across 

known subgroups? 

Subjective 

assess-

ment 

R R R R R R O 

II.13 Conducting qualita-

tive error analysis of 

outstanding or delib-

eratively chosen ob-

servations 

Have I conducted an error analysis to quali-

tatively evaluate the sources and types of er-

rors associated with the measures?  

Subjective 

assess-

ment R R R R R R O 

Systematic Testing   

II.14 Conducting func-

tional tests 

Have I designed and conducted functional 

tests (i.e., manually prepared text samples) 

to evaluate the model's ability to detect spe-

cific patterns in a realistic or simulated sce-

nario? 

Metric as-

sessment 

O O O O O O O 

II.15 Conducting adver-

sarial or counterfac-

tual tests 

Have I designed and conducted adversarial 

or counterfactual tests to ensure that my 

model is sensitive to changes in the text 

data?  

Metric as-

sessment 
O O O O O O O 

II.16 Conducting compu-

tational text intru-

sion tasks 

Have I designed and conducted computa-

tional intrusion tasks to whether the model 

is able to recognize texts unrelated to the 

construct of interest (e.g., by assigning low 

scores on the construct)? 

Metric as-

sessment 

O O O O O O O 

II.17 Conducting word in-

trusion tasks for hu-

man coders in top-

words per topic 

Have I designed and conducted word intru-

sion tasks to evaluate human coders' ability 

to identify intruder words among the top 

words in a topic? 

Metric as-

sessment 
- - - - - - O 

II.18 Back-coding of top-

ics based on top-

words per topic 

Have I conducted back-coding by human 

coders to evaluate the interpretability and 

validity of the topics generated by the 

model? 

Agree-

ment be-

tween 

coders 

- - - - - - O 

 

Columns: A = Use Case “A. Applying Dictionaries”, B = Use Case “B. Classification using Traditional Supervised Machine Learning Model”, C 
= Use Case “C. Classification using Finetuned Machine-Learning Model”, D = Use Case “D. Zero-Shot/Few-Shot Classification (known output 

categories)”, E = Use Case “E. Zero-Shot/Few-Shot Classification (unknown output categories)”, F = Use Case “F. Text Scaling”, G = Use Case 

“G. Topic Modelling”  
Values: R = Recommended, O = Optional, - = not applicable for this type of method; 

An interactive version of the checklist is available online: https://lukasbirki.shinyapps.io/ValiTex/ 
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Model Properties 

To start with, researchers should conduct validation steps that relate directly to the model 

properties, namely model feature inspection and model metrics evaluation.  

Model feature inspection. The goal of model feature inspection is to assess whether the 

characteristics and features of the model are plausible indicators for the construct. For instance, a 

model aiming to measure populism should prioritize meaningful words like "elite" or "establish-

ment," rather than irrelevant ones unrelated to the construct of interest.  Whenever possible, vali-

dation should therefore include the inspection of the learned weights of features and distributions 

(see Linardatos et al., 2020; Molnar, 2020). Concrete examples include inspecting predictive fea-

tures (II.1) using methods such as LIME, ICE, or partial dependence (SU), inspecting scaling 

word weights (II.2) for text-scaling methods, or inspecting top-ranked words for each topic (II.3) 

for dictionaries.  

Model metrics evaluation. Moreover, researchers should ensure that method-specific met-

rics and common thresholds are met. Whereas quantitative metrics of model performance can never 

function as a sufficient criterion to justify validity (in particular because these metrics tend to be 

indifferent to the actual content of the texts (Rüdiger et al., 2022)), they still present necessary 

conditions for valid measures. 

Whereas these metrics might differ significantly across methods applied, researchers should 

inspect and compare topic coherence metrics (II.4) for topic models (UST), inspect the number of 

(N-) tokens matched (II.5) by a dictionary (DI), or inspecting confidence strength (II.6) of super-

vised methods (SU).  
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Model Output 

For the model output, researchers should conduct validation steps that relate to output in-

spection, error analysis, and systematic testing.  

Output inspection. Researchers should conduct validation steps to ensure that the measures 

and their descriptive statistics look plausible. For text analysis, this form of validation steps is often 

referred to as “face validity” as it solely includes argument-based validation steps that require no 

formal analysis involved (Goet, 2019; Temporão et al., 2018).6   

For example, this should include the visual inspection of the output (II.7), in particular out-

liers and extreme values to get a feeling on the distribution of scores and to identify outliers which 

might hint on inconsistencies. If possible, researchers might also visually inspect measures over 

time (II.8) to assess their stability and consistency. Furthermore, researchers should also inspect 

the grouped output visually. On the one hand side, this could include the comparison of aggregated 

measures across known groups (II.9), such as comparing mean ideology scores across politicians. 

On the other hand, researchers should also compare data features for clusters of closely related 

measures (II.10). Examples of this might include to compare features such as text length or most 

frequently used words across groups of texts with similar output measures (e.g., (e.g., same classes 

on a discrete scale or high/low values on a continuous scale).  

Likewise, it is recommended to read the top documents with the highest overall scores for 

each output category (II.11), such as for distinct groups or topics, or highest and lowest scores on 

a numerical scale.   

 
6 In other domains, face validity often refers to the subjective appearance of whether a method appears to be valid 

(Flake et al., 2017). Due to this ambiguity, we step back from using the term face validity for ValiTex, but rather stick 

to the label “visual inspection of model output” 
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Error analysis. Additionally, researchers should apply error analysis to ensure that system-

atic biases and errors are considered and evaluated. We here use error analysis as an umbrella term 

for a set of exploratory analyses that attempt to analyze where errors in the text analysis pipeline 

emerge and how they might affect the outcomes (Wu et al., 2019). Accordingly, error analysis 

usually relies on some form of labelled data, where the labels might be produced specifically for 

the error analysis, or be part of the validation or (potentially) test set.7  

For the application of error analysis, ValiTex distinguish between two major strategies. On 

the one hand, researchers can conduct quantitative error analysis using data grouping (II.12)  to 

identify especially problematic categories (per-label performance) (Alsallakh et al., 2014). On the 

other hand, researchers conduct qualitative error analysis of outstanding or deliberatively chosen 

observations (II.13) to manually identify problematic text characteristics (for an application, see 

Wadhwa et al., 2018).  

Systematic testing. Additionally, researchers should ensure that the output of the model 

suffices further semantic and computational tests. These systematic tests may encompass various 

strategies and experimental approaches, all aimed at demonstrating that the model can generate 

meaningful measures for the construct being measured.   

For example, researchers can conduct functional tests (II.14), which consist of intentionally 

designed test cases (Röttger et al., 2021). Functional tests aim to provide more focused diagnostics 

by deliberately creating ambiguous texts that could be challenging for the model to interpret. Con-

sequently, a high number of incorrect predictions on these test cases can reveal limitations and 

systematic biases that may affect the model's validity (Gardner et al., 2020). Likewise, researchers 

 
7 When labels from the independent test set are used to adapt the model properties following an error analysis, this 

carries the danger of imposing relevant information from the test set into the training process (Raschka, 2020). There-

fore, it should generally be avoided to use the test set more than once to avoid introducing bias when estimating the 

model performance. In practice, however, error analysis is often conducted after evaluating the performance on the 

test set.  
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can also create adversarial or counterfactual tests (II.15), i.e., strategically synthesized versions of 

the original texts to put the model to test. For example, adversarial examples could include chang-

ing the polarity of sentences, or adding negations (Ilyas et al., 2019). Thus, increased vulnerability 

to these adversarial changes could highlight important shortcomings and, thus, threats to validity. 

Another approach researchers can take is conducting computational text intrusion tasks (II.16). 

These tests rely on the assumption that a model should correctly label "intrusive" texts, i.e., texts 

from a different sample with distinct characteristics (Huang et al., 2020).  

Likewise, more method-specific tasks are available, such as conducting word intrusion 

tasks to top-words for specific topics (II.17) to evaluate whether a topic has human-identifiable 

semantic coherence (Chang et al., 2009). Another test for topic models could be to ask human 

coders to back-code topics based on top-words per topic (II.18) to test for semantic coherency of 

topics.   

External Phase 

In the external phase, researchers should ultimately test for how the measures relates to independent 

information or criteria. During the external phase, information outside the scope of the textual data 

in which the measure was constructed thus serves as an external benchmark (hence “external” 

phase). Such external data can either be independent measures of the same construct (measure 

interrelation) or external criteria which one expects the text-based measure to be able to predict 

(criterion prediction). Because the primary justification for using computational text analysis meth-

ods is empirical (i.e., scalability and efficiency, see Grimmer et al., 2022), external validation ulti-

mately demonstrates a robust relationship with variables unrelated to the respective measurement 

model. However, it is important to note that external validation alone is not sufficient because even 

a model with strong biases (lacking substantive and structural evidence) may exhibit meaningful 
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but misleading associations with external criteria. Hence, focusing excessively on output optimi-

zation might result in overlooking errors without a complete understanding of their nature. Fur-

thermore, to establish external validation as a reliable source of evidence for validity, researchers 

must clearly state their assumptions about how their measures should correlate with other metrics 

and external benchmarks. Ideally, this should involve preregistering hypotheses and defining the 

expected magnitude and direction of correlations that would support the measure's validity. 

Table 3 displays the validation steps in the external phase.  

Table 4: Validation Steps in the External Phase 

ID Validation Steps Considerations Performance  
Criteria 

A B C D E F G 

Measure Interrelation   

III.1 Comparison of measures 

with human-annotated 

test set ("gold-standard 

data") 

Have I labelled a subset of the data 

using a codebook or pairwise compar-

ison method to serve as the gold 

standard for evaluation? 

Correspond-

ence to human-

annotated test 

set 

R R R R R R R 

III.2 Comparison of measures 

with surrogate labels 

Have I collected or generated surro-

gate labels (e.g., expert surveys, con-

textual labels) as another benchmark 

for evaluation?  

Correspond-

ence to surro-

gate labels 
O O O O O O O 

Criterion Prediction   

III.3 Prediction of external cri-

teria or real-world phe-

nomena 

Have I formulated expected relation-

ship of my measures with external cri-

teria? Have I confirmed these rela-

tionships empirically? 

Correspond-

ence to exter-

nal criteria 
O O O O O O O 

Measure Interrelation 

To assess measure interrelations, researchers should conduct validation steps that relate to 

human-annotated test set comparison and optionally surrogate label comparison.  

Human-annotated test set comparison. On the one hand side, researchers should compare 

measures with a human-annotated test set (III.1), often referred to as benchmark or “gold-standard” 

Columns: A = Use Case “A. Applying Dictionaries”, B = Use Case “B. Classification using Traditional Supervised Machine Learning Model”, C 

= Use Case “C. Classification using Finetuned Machine-Learning Model”, D = Use Case “D. Zero-Shot/Few-Shot Classification (known output 
categories)”, E = Use Case “E. Zero-Shot/Few-Shot Classification (unknown output categories)”, F = Use Case “F. Text Scaling”, G = Use Case 

“G. Topic Modelling”  

Values: R = Recommended, O = Optional, - = not applicable for this type of method; 
An interactive version of the checklist is available online: https://lukasbirki.shinyapps.io/ValiTex/ 
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data (Lowe & Benoit, 2013).8 Generally, human annotations are considered the most reliable form 

of validation for text-based research, regardless of the measurement design. However, the quality 

of manual annotations can also be compromised, potentially due to misinterpretations, the presence 

of complex categories, and insufficient coder training (Grimmer et al., 2022). While a detailed 

discussion on how to best conduct human-annotation is beyond the scope of this paper, the dynamic 

checklist offers additional references to methodological standards and best practices, including 

coding procedures (such as developing a codebook or using pairwise comparison) and reporting 

various classification metrics (such as accuracy, precision, recall and F1-score). 

Surrogate label comparison. Alternatively, researchers might further compare measures 

with surrogate labels (III.2) that constitute similar, but closely related characteristics of the data, 

such as the party label as a proxy measure for ideology. However, it needs to be justified that the 

surrogate labels are good proxies. 

Criterion Prediction 

Criterion Prediction. Likewise, researchers might also include validation steps that include 

prediction of external criteria or real-world phenomena (III.3) (called “external criteria” in the 

psychometric tradition). Validation steps in this category include tests on whether the measures 

confirm presumed relationships regarding real-world phenomena, such as the prediction of voting 

behavior based on textual measures of political ideology (Lauderdale & Herzog, 2016; Rheault & 

Cochrane, 2020) – much like work performance or school achievement have served as external 

criteria for tests of cognitive ability or personality in the psychometric tradition. 

 
8 In their book, Grimmer et al. 2022, more rigorously, distinguish between validation with and without gold-standard 

data, arguing that a strong relationship between empirical measures and gold-standard data might provide sufficient 

validation evidence after all. We take a slightly different perspective, arguing that gold-standard labels for text-based 

measures of social science construct is hardly attainable and, thus, comparison with a human-annotated test set should 

always be complemented by other validation steps in the substantive and structural phase.  
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Robustness Checks  

Next to the three phases of the validation process outlined above, one fundamental principle of the 

ValiTex framework also includes the continuous test of robustness checks to assess the impact of 

researchers’ degree of freedom. On a general note, one could see robustness checks as additional 

means to test whether design decisions in the substantive phase might have a sustainable effect on 

the measure’s outcome. Table 5 provides an overview over relevant aspects which might be tested.  

For instance, researchers should rerun the analysis using different preprocessing steps (IV.1). As 

Denny and Spirling (2018) demonstrate, the choices made during data pre-processing have a sig-

nificant impact. Given that many pre-processing decisions rely on established practices and general 

rules developed over time, demonstrating the robustness of the output in relation to these decisions 

is vital.  

In addition, robustness checks should also include rerunning the analysis using different 

hyperparameter settings (IV.2). Reporting and reflecting on hyperparameters, that is those settings 

that help specify a respective text model, is a crucial part of any text model (Arnold et al., 2023).  

Moreover, researchers should also rerun their analysis using alternative text-based 

measures (IV.3). For instance, when applying a dictionary, one can often find related dictionaries 

which might be applied to compare changes to on the outcomes of the measurement (van Atteveldt 

et al., 2021).  
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Table 5: Robustness Checks 

ID Validation Steps Considerations Performance  
Criteria 

A B C D E F G 

IV.1 Rerunning the analy-

sis using different 

preprocessing steps 

Have I rerun the analysis using different 

preprocessing settings (e.g., stop word 

removal, stemming, lemmatization)? 

Change to previ-

ous measure-

ment outcome 

R R R R R R R 

IV.2 Rerunning the analy-

sis using different hy-

perparameter set-

tings 

Have I rerun the analysis using different 

hyperparameter settings? 

Change to previ-

ous measure-

ment outcome 
R R R R R R R 

IV.3 Rerunning the analy-

sis using alternative 

text-based methods 

Have I rerun the analysis with alterna-

tive text-based methods? 

Change to previ-

ous measure-

ment outcome 

O O O O O O O 

IV.4 Rerunning the analy-

sis with different lev-

els of aggregation 

Have I replicated the same study using 

different levels of aggregation (e.g., to-

ken, word, sentence, paragraph, docu-

ment level)? 

Change to previ-

ous measure-

ment outcome 
O O O O O O O 

IV.5 Rerunning the analy-

sis with a different, 

but related dataset 

Have I replicated the same study using 

a different, but related dataset? 

Change to previ-

ous measure-

ment outcome 

O O O O O O O 

IV.6 Rerunning the analy-

sis using different 

subsets of the data 

Have I rerun the analysis using different 

subsets of the data? 

Change to previ-

ous measure-

ment outcome 

O O O O O O O 

IV.7 Rerunning the analy-

sis using different 

thresholds 

Have I rerun the analysis using different 

thresholds (e.g., min. number of tokens 

matched, max. document frequency)? 

Change to previ-

ous measure-

ment outcome 

O O O O O O O 

IV.8 Rerunning the analy-

sis using different 

number of topics 

Have I rerun the analysis using different 

number of topics? 

Change to previ-

ous measure-

ment outcome 

- - - - - - R 

 

Ultimately, it is crucial to evaluate various other aspects of the analysis. For instance, this 

could involve rerunning the analysis with different levels of aggregation (IV.4) (e.g., from para-

graph to document level),  a different, but related dataset (IV.5) (e.g., party manifestos from an-

other election), different subsets of the data  (IV.6) (e.g., only responses from a specific country), 

different thresholds  (IV.6) (e.g., setting the minimum share of tokens matched by a dictionary for 

a document), or different number of topics  (IV.7) for a topic model.  

Columns: A = Use Case “A. Applying Dictionaries”, B = Use Case “B. Classification using Traditional Supervised Machine Learning Model”, C 

= Use Case “C. Classification using Finetuned Machine-Learning Model”, D = Use Case “D. Zero-Shot/Few-Shot Classification (known output 

categories)”, E = Use Case “E. Zero-Shot/Few-Shot Classification (unknown output categories)”, F = Use Case “F. Text Scaling”, G = Use Case 
“G. Topic Modelling”  

Values: R = Recommended, O = Optional, - = not applicable for this type of method; 

An interactive version of the checklist is available online: https://lukasbirki.shinyapps.io/ValiTex/ 
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Illustrative Example: Measuring Sexism in Social Media Comments 

After presenting the ValiTex framework, we now demonstrate its practical application 

through an illustrative example of measuring sexism in social media comments. This example high-

lights how the terminology and taxonomy of validation step proffered by the ValiTex framework 

and its attendant checklists, contribute to a more systematic, rigorous, and easily understandable 

approach to validation. When researchers apply the framework and checklist, they can effectively 

navigate the process of validating their measures for a specific study. Moreover, ValiTex assists 

research consumers in assessing the presented validity evidence. It is essential to acknowledge that 

each validation step reported in a study contributes to reducing uncertainty about the measure's 

validity, thus enhancing the trustworthiness of the study's substantive findings. Toward that end, 

we revisit and document validation steps in a study conducted by Samory et al. (2019) that meas-

ured sexism in social media comments. Specifically, this study used supervised machine learning 

to measure sexism for different datasets. We chose the study by Samory et al. (2019) because of 

their comprehensive exploration and contemplation of the intricacies tied to measuring sexism. We 

proceed by scrutinizing the validation steps employed in their study, aligning them with the con-

ceptual framework and the checklist for “C. Classification using Finetuned Machine-Learning 

Model” outlined in ValiTex. The filled-out checklist containing the different validation steps can 

be found in the Appendix 1. 

Substantive Phase 

Starting with documentation of the conceptual background (I.1), Samory et al. (2021) provide ex-

tensive evidence on their engagement with the relevant literature and other sources of information. 

For example, the authors discuss existing definitions and attempts to measure sexism using com-

putational methods, conclude that there is definitional unclarity, and reflect on possible biases and 
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spurious artifacts in previous research. Moreover, they evaluate survey measures of sexism (i.e., 

sets of questions or statements that are used to measure social science constructs) from the field of 

social psychology.  

Afterwards, they provide a justification of the operationalization (I.2), that is, the link be-

tween their construct and the textual data. Because they primarily apply supervised machine-learn-

ing methods, the authors’ underlying justification lies in the provision of high-quality training data 

that enables the text model to autonomously learn and adapt relevant patterns in the data. To anno-

tate sexism within their training data, the authors develop a detailed codebook based on four sub-

dimensions of sexism identified in the previous literature (e.g., “behavioral expectations” and “en-

dorsement of inequality”). In addition, they extend the codebook to not only differentiate between 

sexist content, but also between varying degrees of sexist phrasing.  

To test their operationalization using a codebook empirically, they rely on human precoding 

(I.3) to label the sexist items from the survey scales into relevant subcategories, finding consider-

able agreement. 

Following this initial stage of construct definition, the authors then discuss their design 

decisions. They outline their justification of data collection decisions (I.4), in particular using dif-

ferent textual datasets, including Twitter data collected through various keywords and strategies 

and survey scales, while acknowledging the strengths and weaknesses associated with each dataset. 

In addition, they create a subset of adversarial examples with minimal lexical changes that switches 

the meaning of sentences from sexist to non-sexist.  

Furthermore, for the justification of method choice (I.5), the authors rely primarily on a 

supervised approach. Although implicitly, their argumentation is that only supervised models can 

replicate human coding’s that distinguish between different subdimensions of sexism. However, 

they do not only rely on one specific type of method but rather select a variety of models, such as 
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a Logit model, a CNN and a BERT finetuned model with increasing complexity to systematically 

compare their performance, allowing for a thorough evaluation of measurement performance 

across different models. Likewise, they also decide to include dictionary baseline models (see the 

section on robustness checks rerunning the analysis using alternative text-based methods (IV.3)) 

provide a rationale for selecting different models. 

For justifying the level of analysis (I.6), they select the sentence level as the unit of analysis, 

which is aligned with the literature and the structure of the survey items. For the justification of 

preprocessing decisions (I.7), the authors only provide a detailed description for the Logit model, 

omitting such details for the other methods. 

Structural Phase 

During the structural phase, Samory et al. (2021) proceed with a combination of validation steps 

to examine and evaluate the properties of the model and its output. To evaluate the model proper-

ties, they inspect of predictive features (II.1). To do so, they evaluate the most predictive words for 

each sexism category (unigrams) and compare them across their data sets and methods applied. 

Thus, they observe that some models, which are trained on slightly adapted adversarial examples 

(see Wallace et al., 2019; Zhang et al., 2019), exhibit more general features, which indicates in-

creased model robustness and, partially, performance.9  

To evaluate the model output, they furthermore conduct extensive error analysis using data 

grouping (II.12) of misclassified examples to identify systematic errors on their most promising 

BERT model. They specifically investigate the influence of various factors to assess where the 

model misclassifies messages using a logistic regression model. Relevant factors which they 

 
9 Since they hand-annotated all their data using the codebook, they simultaneously report on the model overall perfor-

mances on the hand-annotated test sets. This highlights the interconnected nature of validation steps in both the struc-

tural and external phases, necessitating an iterative and reciprocal approach between the two phases. 
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consider are the type of model used (i.e., whether it was trained on original or adversarial exam-

ples), or the origin of the training data. Furthermore, they also evaluate the impact of the initial 

agreement among the coders on the probability of misclassifying errors.   

External Phase 

In the external phase, Samory et al. (2019) primarily rely on comparing their measures 

human-annotated test set (III.1). To calculate classification performance, they apply k-fold cross-

validation and report F1 scores, which are calculated from the precision (i.e., the accuracy of pos-

itive predictions) and recall (i.e., the completeness of positive predictions) of their measures. The 

evaluation of F1 score is widely regarded as the most viable metric, as alternative metrics such as 

accuracy (i.e., the overall ratio of positive predictions) can be misleading when dealing with im-

balanced data (Spelmen & Porkodi, 2018). Performance metrics show that the fine-tuned BERT 

model that incorporates the adversarial examples into the training process achieves on average the 

best performance across all datasets (F1 > 0.8). 

Robustness Checks 

Throughout the three validation phases, Samory et al. (2019) conduct a series of robustness 

checks. Thus, some of these robustness checks might not represent distinct validation steps per se 

but are closely connected to the overall validation process as outlined in this chapter. For instance, 

the authors rerun their analysis using alternative text-based methods (IV.3). In particular the in-

clusion of a simple baseline model (toxicity and gender word dictionary) demonstrates that their 

supervised models achieve higher overall performance on the hand-annotated text set, providing 

evidence that their supervised models are more successful in replication human-annotated 
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measures of sexism. However, F1 scores of the baseline models are only reported on average across 

all datasets, making a comparison of performance for specific datasets difficult.  

Likewise, the authors also evaluate their measurement by rerunning their analysis with dif-

ferent, but related datasets (IV.5). They rely on Twitter datasets collected by different researchers 

and sampling strategies, as well as data from psychological survey scales that are designed to meas-

ure sexism. Moreover, in the classification process, they rerun their analysis using different subsets 

of the data (IV.6), trying out different combinations of the datasets while evaluating the overall 

performance on the hand-annotated test set.  

As our discussion draws to a close, this example highlights how ValiTex can simplify the 

process of explaining validation. It achieves this by offering step-by-step guidance through a logi-

cal framework consisting of three distinct phases and a consistent taxonomy of empirical validation 

steps. Through the analysis of the validation process presented by Samory et al., we gain a more 

comprehensive understanding of their validation approach. 

During the substantive phase, it became evident that the authors deeply engaged with the 

conceptual background related to measuring sexism in text. In the structural phase, they docu-

mented significant validation steps such as inspection predictive features (II.1) and error analysis 

using data grouping (II.12). However, they lacked to report validation steps connected to output 

inspection, such as providing a visual inspection of the output (II.7) or reading top documents with 

the highest overall scores for each output category (II.11). Moving on to the external phase, the 

authors primarily relied on comparing their measures with a meticulously coded human-annotated 

test set. Additionally, for the purpose of robustness checks, they employed a variety of models and 

datasets. This decision was a direct outcome of their comparative research design, which involved 

the integration of multiple methods and data sources.   



34 

 

Critical Reflection 

We developed the ValiTex framework with the intention of tackling the manifold chal-

lenges associated with validating text-based measures of social science constructs. More specifi-

cally, we designed our framework to provide a comprehensive and uniform perspective on validity, 

and to equip scholars with the vocabulary and methodological tools to validate text-based 

measures. We foresee that ValiTex will help researchers to validate text-based measures in a more 

rigorous and systematic way, and to decrease the uncertainty surrounding the findings obtained 

from text-based measures.  

The envisioned role of our framework encompasses at least two main aspects. Firstly, it can 

function as a "methodological tool," offering structured guidance for researchers to navigate vali-

dation. By providing a conceptual framework and listing validation steps available for researchers, 

ValiTex aims to provide clear guidelines for thorough validation. Secondly, ValiTex can also serve 

as a documentation scheme, streamlining communication between researchers engaged in valida-

tion and research consumers. More generally, our aim is for the framework to enhance the quality 

of conversations surrounding the validation of text-based measures, ultimately leading to a more 

refined conceptual understanding. 

To advance the overall quality of validation practices beyond the framework proposed, 

however, we want to emphasize some general conditions for successful validation in greater detail.  

Transparency. First and foremost, we want to stress the role of transparency in the valida-

tion process. Given that computational text-based measures are susceptible to errors and biases 

inherent to the models themselves (Abid et al., 2021; Liang et al., 2021), we argue that researchers 

should openly acknowledge and embrace the potential limitations and biases of their measurement 

methods. By doing so, they can make their decisions regarding the measurement process 
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transparent, enabling a deeper comprehension and recognition of the challenges and uncertainties 

that come with text-based measures and their validation for both researchers and readers. 

In practical terms, transparency should entail rigorously documenting the validation process 

and providing access to the data and code utilized. Fortunately, many scholars in the text-as-data 

domain are already at the forefront of this development. In the realm of large language models, for 

example, there is a considerable drive towards documentation standards, both for the textual data 

(Bender & Friedman, 2018; Gebru et al., 2021; Heger et al., 2022) and the respective measurement 

model and its parameters (Derczynski et al., 2023; Dodge et al., 2019; Rogers et al., 2021). More-

over, to address the inherent research freedom associated with text analysis, researchers should 

anchor their work within robust open science standards, particularly embracing preregistration and 

registered reports, while also establishing the necessary infrastructure to facilitate replication stud-

ies (Schoch et al., 2023). 

Human-in-the-loop. Second, we are convinced that, at least for now, any computational 

text-based method should still rely on human semantic understanding as an absolute benchmark 

(van Atteveldt et al., 2021; Weber et al., 2018). In ValiTex, each phase incorporates recommended 

validation steps that directly rely on human judgment. Human judgement is crucial because too 

often, computational methods are prone to rely on spurious relations or noise in the data, thereby 

lacking a deeper ontological sense of error which should prevent trusting empirical measures 

blindly (see Jankowski & Huber, 2022). Thus, we argue that the role of human judgement is not 

only crucial for more simple textual methods, such as dictionaries or topic models, but also for 

validating measures derived from large language models, as human annotations are especially rel-

evant in providing the models with high-quality labels to evaluate performance. However, human 

annotations do not automatically lead to accurate labels for (training and) testing models. On the 

contrary, without adequate guidance and training, human annotation bias might results in low-
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quality data labels (see Geva et al., 2019; Liu et al., 2021), which might be further aggravated by 

coders’ limited focus, fatigue, and evolving interpretations of the underlying conceptual categories 

(Neuendorf, 2017). Nevertheless, until today, human annotations remain the most dependable form 

of annotation that is not easily replaced in the validation process.10   

Adaptability and Flexibility. Although our proposed framework offers a general valida-

tion workflow that will be broadly applicable, there may be a need to customize validation strate-

gies and have differing viewpoints on what constitutes satisfactory validation evidence in specific 

studies. This follows from the intricate and multifaceted nature of textual data, which makes certain 

validation steps inapplicable in some specific research context. For example, researchers frequently 

encounter language-specific obstacles that are unique to their specific dataset, such as linguistic 

idiosyncrasies or dialect variations (Larina, 2015). Similarly, the way meaning is encoded can vary 

significantly between different languages in multilingual settings (for a detailed discussion of mul-

tilingual challenges in validation, see Lind et al., 2023). Because no single framework can antici-

pate all possible scenarios, researchers must be able to adapt recommended practices to sufficiently 

validate their methods.  

This also applies to determining appropriate cut-off values and metrics, which unfortunately 

lack universal interpretability. As a case in point, consider the two commonly used metrics Krip-

pendorff's alpha (Krippendorff, 2018) for inter-coder agreement and F1 score as a measure of a 

model's classification accuracy. Whereas general rules of thumb exist for both metrics, with values 

above 0.8 generally considered good, and values below 0.67 (alpha) and 0.5 (F1) considered poor, 

both metrics depend heavily on the nature of the construct and contextual factors within the 

 
10 Recently, scholars have started to supplement human annotation by automated annotation (Huang et al., 2023; Wang 

et al., 2021). However, it is yet unclear whether automated methods are able to reach comparable semantic understand-

ing similar to human. 
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measurement design.11 Thus, researchers must be able to interpret and adapt their specific cut-off 

values, such as by comparing it to related work or picking the best-performing model out of several 

competing models.12  

In sum, we do not claim that our proposed framework provides a “holy grail” that sweeps 

away all concerns in the process of validating text-based measures. Nevertheless, we emphasize 

that our framework offers a much-needed structure for discussions on validity, benefiting both 

researchers conducting validation and research consumers seeking solid documentation. Likewise, 

we hope that our taxonomy of recommended and optional validation steps provides a starting point 

for a more normative discussion on validation. Because, as evidenced by the decade-long history 

of validity in the social sciences, methodological discussions concerning validation commonly 

echo dominant perspectives and best practices within research communities. Therefore, we 

strongly advocate for community efforts and critical discussion to agree on generally acknowl-

edged standards for the validation of text-based measures of social science constructs.  

 

 
11 For instance, it might be comparatively easier to identify general sentiments than complex constructs, such as chau-

vinism.  
12 This, however, caries the danger of deliberatively picking the best model, regardless of theoretical considerations 

and, potentially, variability in the empirical results derived from empirical measures (for a detailed discussion, see C. 

Chan et al., 2021).  
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Conclusion 

Validating computational text-based measures of social science constructs can be tedious. Whereas 

convincing validation evidence can increase the trustworthiness of empirical measures, the uncer-

tainty surrounding the true value of the underlying constructs can never be eliminated. However, 

this should not be interpreted as text-based measures being inferior to other forms of social science 

data. On the contrary, we contend that conducting promising text-based research is very much 

possible, particularly when validation evidence is presented in a structured and compelling manner. 

In this regard, we hope that ValiTex can assist researchers in this endeavour and advance the overall 

implementation of validation practices in social science research. Because increased confidence 

about the validity of text-based measures will not only aid researchers in presenting their research, 

but also enable various stakeholders – from public institutions to individual researchers– to evalu-

ate and rely on empirical evidence, thus enhancing the overall credibility and impact of text-based 

research.  
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Filled Out Validation Steps for the study by Samori et al. (2019) 
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